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Electrical Vehicle Charging Station Profit
Maximization: Admission, Pricing,

and Online Scheduling
Shuoyao Wang , Suzhi Bi , Member, IEEE, Ying-Jun Angela Zhang, Senior Member, IEEE,

and Jianwei Huang , Fellow, IEEE

Abstract—The rapid emergence of electric vehicles (EVs) de-
mands an advanced infrastructure of publicly accessible charging
stations that provide efficient charging services. In this paper, we
propose a new charging station operation mechanism, the Joint
Admission and Pricing (JoAP), which jointly optimizes the EV ad-
mission control, pricing, and charging scheduling to maximize the
charging station’s profit. More specifically, by introducing a tan-
dem queueing network model, we analytically characterize the av-
erage charging station profit as a function of the admission control
and pricing policies. Based on the analysis, we characterize the op-
timal JoAP algorithm. Through extensive simulations, we demon-
strate that the proposed JoAP algorithm on average can achieve
330% and 531% higher profit than a widely adopted benchmark
method under two representative waiting-time penalty rates.

Index Terms—Admission and schedule, electrical vehicle, smart
grid, pricing, queueing analysis.

NOMENCLATURE

SET

V The set of all EVs that arrive at the parking station
during the time period of interest.

Π The feasible set of the admission control policies.

Notation

α The fixed charging power.
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β The elasticity parameter of the utility function
U(d).

λ1 , λ2 , γ The parameters of the mixture exponential distri-
bution.

ωπn (d) The average waiting time under πn and d.
πn A proposed admission control policy involving n

sub-processes.
ρ The load density admitted to the charging station.
ϕ The battery capacity of an individual EV.
c The average waiting time penalty rate.
di The charging demand of EV i.
fPh(x) The PDF of the approximated inter-arrival time of

admitted arrivals of Q.2.
FX (x) The CDF of the inter-arrival time of admitted ar-

rivals of Q.2.
fX (x) The PDF of the inter-arrival time of admitted ar-

rivals of Q.2.
h(ω) The penalty when the average waiting time is ω.
m The number of charging ports.
Pi(n, d) The steady-state probability of state i under n

and d.
Pπn (d) The average admission probability under πn and d.
Tv The minimum inter-arrival time of one sub-process.
U(d) The utility function of EVs.
X The inter-arrival time of admitted arrivals of Q.2.
xVi (πn , d) The binary admission decision of EV i.
Y The coordinated inter-arrival time of admitted ar-

rivals of the GI(m ∗) /D/1 queue.

Variable

n The number of sub-process in Q.1.
r The charging price announced by the charging

station.

I. INTRODUCTION

ENVIRONMENTAL awareness and the rising fuel cost
have stimulated an increasing interest in electrical vehicles

(EVs). Establishing a conveniently available public charging in-
frastructure is essential to ensure a large market penetration of
EVs [1]. Currently, however, many charging facilities are not
yet profitable due to low expected revenues, high capital expen-
ditures, and high operating and maintenance costs [2].
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In light of this, recent studies have focused on improving the
operation efficiency of EV charging stations (e.g., [3]–[7]) by
carefully designing the charging scheduling and pricing mecha-
nisms. In particular, You and Yang in [3] characterized an opti-
mal offline charging scheduling scheme, where “offline” means
that the scheduling decision relies on the noncausal information
of future EV charging profiles. Tang and Zhang in [4] relaxed the
assumption of noncausal information by utilizing only the statis-
tical distributions, instead of the exact realizations, of future EV
charging profiles. In [5], Tang et al. designed an online charging
scheduling algorithm that does not require any future informa-
tion, not even the distributional information. Refs. [6] and [7]
further proposed charging scheduling and pricing schemes to
incentivize EV users to maximize the social welfare, i.e., mini-
mizing the network-wide charging cost or maximizing the total
economic surplus.

Most existing studies, e.g, [3]–[6], assumed that a charging
station has unlimited charging power to accommodate an infi-
nite number of EVs simultaneously. In practice, however, the
total charging power is bounded due to physical and security
constraints of the distribution network. Moreover, the number
of EVs that a charging station can accommodate is limited by
the hardware and space constraints. As such, a charging wait-
ing time (defined as the time between the arrival time of the
EV to the charging station and the time that the EV starts to
receive service) is unavoidable, which negatively impacts the
users’ experience. Hence, it is necessary to implement an effec-
tive admission control policy to reduce the impact of excessive
charging waiting time due to random EV arrivals.

A practically-adopted admission control is the queue-length
based admission (QBA) policy, where a newly arrived EV is
admitted as long as the number of EVs waiting to be served at
the station is below a specific threshold. However, such a policy
performs poorly in many cases, as illustrated in Section V. In
contrast, Wei et al. in [8] proposed an admission control scheme,
where the admission decision is based on the charging demands
of EVs that have already arrived. The unknown future charging
demands, however, were not considered in [8], resulting in poor
profit performance in practical scenarios (see Section V for
related examples).

In this paper, we propose a novel EV charging station operat-
ing mechanism that jointly optimizes pricing, charging schedul-
ing, and admission control. The proposed algorithm, referred to
as JoAP (joint admission control and pricing), maximizes the
average profit of a charging station. Here, the profit is defined as
the difference between the revenue and a penalty proportional
to the average charging waiting time. The waiting time penalty
reflects the EV owners’ impatience of waiting in the queue for
an excessively long time, which undermines the reputation of
the charging station and reduces its long-term profit. In the JoAP
algorithm, each EV user maximizes its surplus by adjusting its
charging demand in response to the charging price. Meanwhile,
the charging station maximizes its profit by choosing the proper
admission control, scheduling and pricing policies. The contri-
butions of this paper are summarized as follows:

1) Admission control, scheduling, and pricing scheme: To the
best of our knowledge, this is the first paper that jointly
optimizes pricing, scheduling, and admission control of

Fig. 1. The proposed charging station interaction system.

an EV charging station. In particular, we propose a novel
multi-sub-process based admission control scheme, which
allows us to flexibly tradeoff between the revenue of the
charging station and the waiting time of the EVs.

2) Tandem queueing model: We propose a tandem queue-
ing model to analytically characterize the performance of
JoAP. More specifically, we obtain closed-form expres-
sions of the average waiting time and the admission prob-
ability as functions of the chosen algorithm parameters.

3) Optimization of algorithm parameters: Based on the tan-
dem queue analysis, we propose a low-complexity algo-
rithm to compute the close-to-optimal parameters of the
JoAP algorithm. Our simulations show that JoAP algo-
rithm on average achieves 330% and 531% higher profit
than a widely adopted benchmark method under two rep-
resentative waiting-time penalty rates.

The rest of this paper is organized as follows. In Section II,
we introduce the system model and formulate the problem. In
Section III, we analyze the impact of the admission control
policy on the admission probability and the average waiting
time. In Section IV, we propose an algorithm to simultaneously
maximize the charging station’s profit and individual EV user’s
payoff surplus. Simulation results are presented in Section V.
Finally, we conclude this paper in Section VI.

II. SYSTEM MODEL

A. Charging Station Operation

We consider a charging station with m charging ports and a
sufficiently large number of parking lots, i.e., much larger than
m (Fig. 1). In this case, although a large number of EVs can
be admitted to the charging station, at most m of them can be
charged simultaneously because of the physical constraints of
the power distribution network and safety concerns. The charg-
ing ports are connected to the parking lots through a switch
scheduler, which allows real-time communications and controls
between a particular charging port and a scheduled EV. For
the simplicity of analysis, we assume that the cost of connecting
EVs with charging ports is negligible. All charging ports operate
with the same fixed charging power α.

The charging station announces a charging price of r per unit
energy to all arriving EVs. An EV i’s payment to the charging
station is the product of r and the EV’s demand di . A long
waiting time negatively affects the EV users’ experience, which
may lead to customer churn in the long run. Thus, the charg-
ing station aims to determine the optimal pricing and admission
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control policy to maximize its average profit, which is the rev-
enue minus the penalty due to EVs’ waiting.

EVs arrive at the charging station according to a Poisson
random process [8], [9], and each EV expects the charging
station to fulfill its demand as soon as possible. When an EV
i arrives, it attempts to maximize its surplus by choosing its
charging demand di according to the charging price r. Based on
the requested demand di , the charging station decides whether
to admit the EV. The charging station optimizes the admission
control policy to avoid excessive delay of admitted EVs. Once
admitted, the EVs are charged on a first come first serve (FIFO)
basis. It has been shown in [10] that, when all EVs have the
same demand, the FIFO policy is equivalent to the shortest job
first policy, and therefore is optimal in terms of minimizing the
average waiting time.

B. Optimization From EVs’ Perspective

Suppose that each EV has a battery capacity ϕ and a utility
function U(d) that measures its satisfaction when a charging
demand d is fulfilled. In general, U(d) is an increasing concave
function. Here, for simplicity, we adopt the following increasing
concave function [11], [12], where β is the elasticity parameter
and U(ϕ) is the maximum utility an EV can receive.

U(d) = U(ϕ)
1 − e−βd

1 − e−βϕ
, ∀0 ≤ d ≤ ϕ. (1)

In particular, U(d) represents a wide range of the user satisfac-
tion. On one hand, EV users care about the charging demand
much more than the charging price if β is close to zero. On
the other hand, EV users are more price sensitive if β is large
enough. Upon arrival, EV i decides its charging demand to
maximize its customer surplus, i.e., utility minus payment, by
solving

max
di

U(di) − rdi (2a)

s.t. 0 ≤ di ≤ ϕ. (2b)

As Problem (2) is a concave maximization problem, we can
compute the optimal demand d∗ as a function of the charging
price r as follows.

d∗(r) =

⎧
⎪⎨

⎪⎩

−
ln

(
1−e−β ϕ
U (ϕ)β r

)

β
, if r ≤ U(ϕ)β

1 − e−βϕ
,

0, otherwise.

(3)

We can show that d∗(r) is a decreasing function of the charging
price r and becomes 0 when r is too high. This is consistent with
the law of diminishing marginal utility (Gossen’s First Law) in
economics [13]. In this paper, we assume that the charging
station knows the utility function [14]. Accordingly, the station
can predict EV’s demand d∗(r) in response to r as in (3). Thus,
optimizing r is equivalent to optimizing d in the rest of the paper.

C. Optimization From Charging Station’s Perspective

Let V denote the set of all EVs that arrive at the parking
station during the time period of interest (e.g., 4 hours in our

simulations). For each EV i ∈ V , the charging station makes
a binary admission decision xVi (πn , d), where xVi (πn , d) = 1 if
EV i is admitted, andxVi (πn , d) = 0 otherwise. Here,πn denotes
an admission policy, which will be detailed in Section III-A.
Consequently, the average admission probability is

Pπn (d) = EV

[
1
|V|

∑

i∈V
xVi (πn , d)

]

, (4)

where |V| denotes the cardinality of V . Moreover, the average
waiting time achieved under policy πn is a function of the de-
mand d and the EV arrival process V , denoted as ωπn (V, d).
Accordingly, the waiting time averaged over all the possible EV
arrivals is denoted by

ωπn (d) � EV [ωπn (V, d)]. (5)

By satisfying an EV’s charging demand d, the charging station
receives a payment of rd, and pays an electricity cost of ped to
the utility company, where pe is the electricity price. The penalty
related to the average waiting time is denoted by h(ωπn (d)),
where h(ω) is a general non-decreasing convex function of ω
[15]. Based on this, we formulate the charging station’s profit-
maximization problem as follows.1

max
πn ,d

Pπn (d) (r − pe) d− h (ωπn (d)) (6a)

s.t. d ≥ 0, i ∈ V, (6b)

πn ∈ Π, (6c)

d = − 1
β

ln
(

1 − e−βϕ

U(ϕ)β
r

)

, (6d)

where the feasible set Π will be introduced in Section III-A.
The detailed expressions of Pπn (d) and ωπn (d) will be given in
Sections III-B and III-C, respectively.

III. MULTI-SUB-PROCESS ADMISSION AND

QUEUEING ANALYSIS

In this section, we first propose a multi-sub-process admission
control scheme. Then, we present a tandem queueing model
to analyze the impact of admission control policy and pricing
decision on Pπn (d) and ωπn (d).

A. Admission Control and Queueing Model

The objective of admission control is to admit a large number
of users with a guaranteed quality of service (QoS). Let us first
consider an extreme case of complete arrival-process regulation,
i.e., the inter-arrival time of two successively admitted EVs is
always larger than a predefined threshold as the result of the
admission control. If such a threshold is large enough, then the
waiting time of every admitted EV is zero [10]. However, under
this overly conservative policy, the station utilization can be very

1Problem (6) does not consider the penalty of denying the EVs. However,
we can consider this by simply adding a linear term of Pπn (d) to the objective
function. Doing so does not affect the structure of the problem, and our analysis
will remain unchanged. For simplicity of exposition, this linear term is omitted
for the time being.
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Fig. 2. Admission control example illustrated in Example 1.

low, hence not achieving the maximum profit. To achieve a good
balance among the waiting time, admission probability, and
server utilization, we propose a multi-sub-process admission
control scheme consisting of n sub-processes. In particular, the
inter-arrival time of two consecutively admitted EVs of the same
sub-process must be larger than a threshold, denoted as Tv . An
EV is admitted as long as it can fit in one of the sub-processes.
With some abuse of notations, we use πn to denote the proposed
admission control policy involving n sub-processes. Hence, the
feasible set of all admission control policies considered in this
paper is Π = {πn |n ∈ N+}.

Example 1: Consider a π2-admission policy that consists of
two sub-processes, both having the same minimum inter-arrival
time Tv , as shown in Fig. 2. When EV 1 arrives, we assign it
to sub-process 1. When EV 2 arrives, we cannot assign to sub-
process 1 as the inter-arrival time between EV 1 and EV 2 is
shorter than Tv (the length of shadowed rectangle). Hence, we
assign EV 2 to sub-process 2. For EV 3, we can assign it to
sub-process 1. However, when EV 4 arrives, both sub-processes
are “occupied”. Therefore, EV 4 has to be rejected. When EV 5
arrives, sub-process 2 becomes available again (due to the large
enough inter-arrival time between EV 2 and EV 5). Hence, we
accept EV 5 and assign it to sub-process 2.

We would like to emphasize that the multi-sub-process
scheme can represent a wide range of admission control policies.
On one hand, the admitted traffic is completely regulated if there
is only one sub-process. On the other hand, when n approaches
infinity, all EVs will be admitted regardless of the underlying
distribution of the arrival process. Thus, choosing proper values
of n and Tv allows us to balance the trade-off between the wait-
ing time and admission probability, and eventually maximizes
the charging station profit.

The admission process governed by the multi-sub-process
scheme can be analyzed as a virtual queueing system with
zero buffer and n servers, as represented by Q.1 (an M /Tv /n/n
queue2) in Fig. 3. Each virtual server corresponds to a sub-
process, which has a deterministic service time Tv . The arrival
of Q.1 is the EV arrival process V . As the buffer is zero for Q.1,
an EV will be declined for service if it finds all virtual servers

2We can represent a single queue using Kendall’s notation in the form
A/S /C /C+K , where A describes the inter-arrival times, S describes the ser-
vice time, C describes the number of servers, and C+K describes the number
of spaces in the system. When the K parameter is not specified (e.g. M /M /1
queue), it is assumed thatK = ∞. In Kendall’s notation:M stands for Markov
or memoryless process, D stands for deterministic process, G stands for gen-
eral and corresponds to an arbitrary probability distribution, Ph stands for
phase-type process, and · stands for any process.

Fig. 3. The tandem queueing network model.

are busy (i.e., all sub-processes are occupied) upon arrival. Oth-
erwise, the EV is admitted and will occupy an idle virtual server
for a fixed time period of Tv . The departure from Q.1 means
that the EV is admitted to the charging station.

Once the EVs are admitted, they are served in the charging
station according to the FIFO policy. We model the queueing
system in the charging station as Q.2 in Fig. 3, where the m
charging ports represent m servers, each with a deterministic
service time d/α, where d and α are the charging demand per
EV and the fixed common charging rate per charging port, re-
spectively. Note that the departure process of Q.1 is the arrival
process of Q.2. To ensure the stability of Q.2, the inter-departure
time of Q.1 must be greater than the average service time of Q.2,
i.e., nTv > md/α. We can equivalently represent this constraint
as nTv = τmd/α, where τ > 1. To summarize, the determina-
tion of an admission control policy involves two decision vari-
ables, τ and n, with which the charging station can compute
Tv = (τmd)/(nα). In the following, we will consider optimiz-
ing n under a fixed value of τ . Without loss of generality, we
assume that α equals 1. We will examine the impact of τ in
Section V.

In practice, a well regulated arrival process seldom yields
a long queue length [16]. Consequently, we ignore the impact
of buffer of Q.2 and assume that it is infinite in the following
analysis. In the remaining of this section, we are going to analyze
the performance of the M /Tv /n/n

︸ ︷︷ ︸
Q.1

+ ·/d/m︸ ︷︷ ︸
Q.2

tandem queueing

network. The analysis will be useful in designing the JoAP
algorithm in Section IV.

Before concluding this subsection, we would like to empha-
size that Q.1 in Fig. 3 is a virtual queue that does not exist
in reality. We consider Q.1 for the purpose of the admission
control. Queue Q.2 is a real queue corresponding to the service
in the charging station. As such, the admission probability is
the probability that a new arrival is admitted to Q.1, and the
charging waiting time is the waiting time in Q.2.

B. Admission Probability

Previous queueing literature (e.g., [17]) has numerically an-
alyzed the performance of M /D/n/n+K queues (e.g., Q.1 in
Fig. 3) without analytical characterization of the system perfor-
mance. Tijms in [18] showed that a two-phase process server can
be used to approximate a deterministic server with a marginal
performance gap. Based on this approximate model, we derive
a closed-form expression of steady-state probabilities of Q.1
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Fig. 4. The comparison of the admission probability between the simulation
and Lemma 1, with τ = 1.01, m = 4, β = 0.05, α = 3.3 kW, d = ϕ, and
γ = 35 kWh.

in the following Lemma 1. To the best of our acknowledgment,
this paper is the first analytical study of theM /D/n/n+K system
with K = 0 (i.e., zero buffer).

Lemma 1: Consider an M /D/n/n queue with a Poisson
process with a arrival rate λ, a deterministic service time
D = τmd/n, and zero buffer-size. The steady-state probabil-
ity of state j (i.e., the probability that the system has j users
being served simultaneously) can be calculated based on the
two-phase-process approximation in [18] as follows,

Pj (n, d) =
( dτ mλ

n )j

j!
∑n

j ′=0
( d τ m λ

n )j
′

j ′ !

. (7)

At any time, if a new EV arrives at the charging station, the
probability that the charging station accepts the new arrival is
equivalent to the probability that Q.1 is not full. Hence, the
admission probability of Q.1 is:

Pπn (d) = 1 − Pn (n, d) = 1 −
(
dτ mλ
n

)n
e−

τ m d λ
n

Γ
(
n+ 1, τ mdλ

n

) . (8)

We can prove Lemma 1 by induction and omit the detailed
proof due to the page limit. The validity of Lemma 1 is veri-
fied in Fig. 4, where we compare (8) with the simulation results
(without any approximation). We choose the number of servers
in Q.1, n, to be 3, 4, and 5, respectively. Each point corresponds
to the average over 1000 time periods. The maximum gap be-
tween the analysis and simulation is 0.01%, which verifies the
accuracy of the results in Lemma 1.

C. Average Waiting Time

1) Admitted Arrival: To study the average waiting time in
Q.2, we derive the PDF (probability density function) of the
inter-arrival time of Q.2.

Lemma 2: The PDF of the inter-arrival time of admitted ar-
rivals of Q.2 is

fX (x) =

{
∑n

i=0
i
Tv

(
Tv −x
Tv

)i−1
Pi(n, d), if x ≤ Tv ,

0, otherwise.
(9)

Proof: Recall that the arrival process of Q.2 is the departure
process of Q.1. According to [19], the residual service time of
a queueing system is the service time remaining to a job under
service when the system is observed at any time. The residual
service time of Q.1 follows a uniform distribution in [0, Tv ], as
the arrival process is memory-less (Poisson) and the buffer size
is zero. When Q.1 is at a particular state i, the probability of no
departure during the next period of time of a length x is equal
to the probability that the residual service times of all existing
jobs are no-less than x, i.e., ((Tv − x) /Tv )

i . Consequently, the
probability of the first departure time (after the observation time
point) being no greater thanx is 1 − ((Tv − x) /Tv )

i . Therefore,
the CDF of the inter-departure time of Q.1 (i.e., the inter-arrival
time of Q.2), denoted by X , is,

FX (x) =

⎧
⎨

⎩

∑n
i=0

(

1 −
(
Tv −x
Tv

)i
)

Pi(n, d), if x ≤ Tv ,

0, otherwise.
(10)

Taking the derivative of (10) yields the PDF in Lemma 2. �
2) Phase-Type Approximation: We now derive the average

waiting time of Q.2 with the phase-type approximation. So far,
there does not exist a general closed-form expression for the
waiting time distribution of aGI/D/m queue, whereGI means a
general arrival process. To overcome this difficulty, [18] showed
that the waiting time distribution of a GI/D/m queue is the
same as that of a GI(m ∗) /D/1 queue, where GI(m ∗) denotes
a coordinated inter-arrival time process that is distributed as
the sum of m inter-arrival times of a GI/D/m queue. Let Y
denote the coordinated inter-arrival time of the GI(m ∗) /D/1.
The mean and variance of X and Y are related by μY = mμX
and σ2

Y = mμ2
X −mμX 2 .

Furthermore, a GI(m ∗) /D/1 queue can be approximated by a
Ph/D/1 queue, where Ph means the phase-type process [18].
One of the most widely used phase-type distribution is the mix-
ture exponential distribution, which is defined as the mixture
of two exponential distributions with means 1/λ1 and 1/λ2 ,
and weights γ and 1 − γ, respectively. Specifically, the PDF is
given by

fPh(x) = γe−λ1 x + (1 − γ)e−λ2 x . (11)

In this paper, we replace the inter-arrival distribution of Q.2 with
the mixture exponential distribution in (11). To ensure that the
first and second moments of the mixture exponential distribution
are equal to those of Y , we set 1

λ1
+ 1

λ2
= 2μY , 1

λ2
1

+ 1
λ2

2
= σ2

Y ,

and γ = 1
2 . In this way, we can approximate the waiting time

distribution of Q.2 by that of the Ph/D/1 queue. Furthermore,
we derive in the following Theorem 1 the approximated average
waiting time of the charging station. In the theorem, we will use
notation ρ = λPπn (d)d/m to denote the load density admitted
to the charging station.
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Fig. 5. The comparison of the average waiting time between the simulation
and Theorem 1, with m = 4.

Theorem 1: The approximated average waiting time at the
charging station for the admitted EVs is

ωπn (d) =
ρd

2(1 − ρ)
[
d2 + 2dμY + σ2

Y

]
. (12)

Moreover, ωπn (d) is an increasing convex function in d.
Proof: We can derive the approximated average waiting time

based on Proposition 1 quoted in [18].
Proposition 1: [18] For a Ph/D/1 queue, let S andA denote

the service time and the inter-arrival time, respectively. The
Laplace transform a∗(s) =

∫ ∞
0 e−sta(t)dt of the inter-arrival

time A can be written as a∗(s) = a1 (s)
a2 (s) , where a(t) denotes the

probability density function of S and a1(s) and a2(s) are two
polynomials. Then, the average waiting time can be approx-

imated as ρE (S )
2(1−ρ) [E(S2) + E(A2) + 2E(S) a

′
1 (0)
a1 (0) − 2ψ a

′
2 (0)
a2 (0) ],

where ψ = a
′
2 (0)−a ′

1 (0)
a2 (0) and ρ is the load density.

We apply Proposition 1 to our tandem queue model. As

the Lapalaze transform of Y is L{fY (x)} = λ1 λ2 + 1
2 (λ1 +λ2 )

(s+λ1 )(s+λ2 ) ,

we have a1(s) = λ1λ2 + 1
2 (λ1 + λ2), a2(s) = (s+ λ1)(s+

λ2), ψ =
1
2 (λ1 +λ2 )

λ1 λ2
. Taking the first order derivative of ρ

1−ρ
over d, we have P

′
d+P + λ

m P 2 d

(1−ρ)2 , which is a positive increas-
ing function in d. Substitute λ1 , λ2 with the representa-
tion of μY and σY , we can express the average waiting

time as d[d2 + EY 2 + 2d
1
2 λ1 +λ2

λ1 λ2
− 2

1
2 λ1 +λ2

λ1 λ2
λ1 +λ2
λ1 λ2 ] = d[d2 +

EY 2 + 2dμY − μ2
Y ] = d[d2 + σ2

Y + 2dμY ]. Notice that μY =
m

Pπ n (d)λ . Consequently, d[d2 + σ2
Y + 2dμY ] = d3 + 2dσ2

Y +
md2

Pπ n (d) is a convex increasing function in d for fixed n. Thus,
ωπ (d) is a convex function in d, which is in agreement with
Kingman’s formula. Kingman’s formula is a well-known ap-
proximation for the mean waiting time in aG/G/1 queue, which
states that wπ (d) ≈ ρd

2(1−ρ) [d
2 + EY 2 ]. �

Let us verify the approximation by comparing the average
waiting time in (12) with simulation results (without any ap-
proximation). In Fig. 5, for each pair of arrival rate and individ-
ual demand, we simulate 1000 independent 1000-hour arrival

processes V and plot the average admission probabilities. The
difference is no more than 0.1%.

IV. OPTIMIZATION PROBLEM RECASTING AND

PROFIT MAXIMIZATION

With the tandem queueing analysis, we rewrite (6) as

max
n,d

s(n, d) = Pπn (d)
(
de−βd

ξ
− dpe

)

− h (ωπn (d))

(13a)

s.t. 0 ≤ d ≤ ϕ, n ∈ N + , (13b)

where ξ = 1−e−β ϕ
U (ϕ)β ,Pπn (d) andωπn (d) are given in (8) and (12),

respectively. Recall that n is the number of sub-processes in Q.1
and d is the estimated EV demand in response to the charging
price r. Variables n and d together determine the admission
control and pricing strategy of the charging station. To solve
the integer programming Problem (13) efficiently, we replace
the decision variable n with P � Pπn (d). This is because for a
particular feasible (P, d), we can find a unique n that satisfies
(8). Accordingly, (13) can be equivalently expressed as

max
P,d

ŝ(P, d) = P

(
de−βd

ξ
− dpe

)

− h (ωπn (d)) (14a)

s.t. 0 ≤ d ≤ ϕ, P ∈ (0, 1), (14b)

P ∈ {Pπn (d)|∀n ∈ N + ,∀d ∈ [0, ϕ]}. (14c)

Moreover, the objective function (14a) is concave under the
conditions in (14b). Ref. [20] showed that the average wait-
ing time of a GI/GI/1 queue with first-come-first-served order
is jointly convex in the effective-arrival-rate and the service
rate. The effective-arrival-rate of the corresponding coordinated
queue (a GI(m ∗) /D/1 queue) of Q.2 is P λ

m . By the composition
rule, we can see that −h(ωπn (d)) is jointly concave in (P λ

m , d)
(thus in (P, d)). This, together with the fact thatP ( de

−β d
ξ − dpe)

is jointly concave in (P, d), implies that (14 a) is a jointly con-
cave function in (P, d). If we ignore the integer constraint, then
Problem (14) can be solved efficiently by the gradient method,
with the optimal solution denoted as (Pv , dv ). Accordingly, nv

can be obtained by solving (8) given (Pv , dv ). However, nv

obtained through this approach does not necessarily satisfy the
integer constraint. In the following Lemma 3, we show that
the optimal solution to Problem (13) can be easily obtained by
rounding nv to the nearest integer. In the lemma, we will use the
notation of d∗n = arg maxd s(n, d). Then, we have the following
characterization of the optimal solution (n∗, d∗) to Problem (13).

Lemma 3: Given that (nv , dv ) is an optimal solution to Prob-
lem (14 a-b), then the optimal solution to Problem (13) is either
(
nv �, d∗
nv �) or (�nv 
, d∗�nv 
), whichever yields the larger ob-
jective function value.3

Proof: First, we show that for any n̂ < 
nv �, s(n̂, d∗n̂ ) ≤
s(
nv �, d∗
nv �). It’s equivalent to showing that for any n̂ < 
nv �,
we can find an (
nv �, d1) such that s(
nv �, d1) ≥ s(n̂, d∗n̂ ).

3
n� and �n
 denote the largest integer no greater than n and the smallest
integer no less than n.
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From (6), Pπn (d) is monotonically increasing in both n and
d. Thus, we can always find a point (Pπ 
n v �(d1), d1) in the
line segment between (Pπn̂ (d∗n̂ ), d∗n̂ ) and (Pv , dv ). The mono-
tonicity of Pπn (d) guarantees the existence and uniqueness
of (Pπ 
n v �(d1), d1). Due to the joint concavity of ŝ in (P, d),
we have ŝ(Pv , dv ) ≥ ŝ(Pπ 
n v �(d1), d1) ≥ ŝ(Pπn̂ (d∗n̂ ), d∗n̂ ). Due
to the equivalence between Problem (11) and Problem (14),
we have s(nv , dv ) ≥ s(
nv �, d1) ≥ s(n̂, d∗n̂ ). Likewise, we can
prove that for any n̂ > �nv 
, s(n̂, d∗n̂ ) ≤ s(�nv 
, d∗�nv 
). There-
fore, we can conclude that the optimal solution to Problem (13)
is either s(
nv �, d∗
nv �) or s(�nv 
, d∗�nv 
).

Lemma 3 indicates that we can obtain the optimal n∗ by
rounding nv . What remains is how to calculate d∗
nv � and d∗�nv 

efficiently. The following Lemma 4 indicates that d∗
nv � and
d∗�nv 
 can be easily obtained using single-variable convex opti-
mization methods, e.g., the gradient search method. �

Lemma 4: Given n, s(n, d) is concave in d for d ∈
{d| 1ξ (e−βd − dβe−βd) − pe ≥ 0}. Moreover, s(n, d) is concave
in d when n = n∗.

Proof: We first prove that given any n, s(n, d) is con-
cave in d for d ∈ {d| 1ξ (e−βd − dβe−βd) − pe ≥ 0}. For any

d such that 1
ξ (e

−βd − dβe−βd) − pe ≥ 0, de
−β d
ξ − dpe is a pos-

itive increasing concave function in d. Meanwhile, it can be
seen from (5) that Pπn (d) is a positive decreasing concave
function in d. Therefore, the product Pπn (d)( de

−β d
ξ − dpe) is

concave in d. According to Theorem 1, we have ∀n ≥ m,
∂ 2 ωπ n (d)

∂d2 > 0, and ∂ωπ n (d)
∂d > 0. This, together with the fact

that h(ω) is a non-decreasing convex function, implies that
−h(ωπn (d)) is also concave in d. Hence, s(n, d) is concave
in d for d ∈ {d| 1ξ (e−βd − dβe−βd) − pe ≥ 0}.

We now prove that s(n, d) is concave in d at an optimal n∗.
This can be proved by showing that the condition 1

ξ (e
−βd −

dβe−βd) − pe ≥ 0 is satisfied at the optimal solution, which we
will show by contradiction. Suppose that 1

ξ (e
−βd − dβe−βd) −

pe < 0 holds for an optimal solution (n∗, d∗). In this case, the
objective in (13a) is monotonically decreasing in d, because the
derivative of the first term in (13a) is negative in the domain
and the second term in (13a) monotonically decreases with d.
This contradicts with the assumption that (n∗, d∗) is an optimal
solution. Thus 1

ξ (e
−βd − dβe−βd) − pe ≥ 0 must hold for an

optimal solution to Problem (13). �
With Lemmas 3 and 4, we propose a 3-step optimal solution

algorithm to Problem (13) in Fig. 6. To recap, the optimal n and
d obtained in this section defines the JoAP algorithm that opti-
mizes the charging station operation. In particular, the charging
station sets the charging price r that leads the EVs to request
demand d. According to the current charging load at the station,
the πn admission policy decides whether to admit an EV or not.
For those admitted EVs are admitted, the FIFO policy is applied
to provide charging service.

V. SIMULATION RESULTS

In this section, we use real-world data to evaluate the perfor-
mance of the JoAP scheme and investigate how different system
parameters affect the profit and admission performance. All the

Fig. 6. Optimal solution algorithm flowchart.

Fig. 7. The hourly prices of Finland Grid from 2017/01/01 to 2017/03/31.

Fig. 8. Comparisons of the achieved profit of different methods in differ-
ent time of a day. (a) Comparisons with a low penalty rate (c = 0.4/min).
(b) Comparisons with a high penalty rate (c = 1/min).

computations are solved in MATLAB [21] on a computer with
an Intel Core i5-4670 3.40 GHz CPU and 8 GB of memory.

A. Experimental Setup

We base our simulations on the historical hourly electricity
prices (Fig. 8(a)) of Finland Grid in the Nordic electricity market
[22]. The data set spans the first 3 months of 2017. All the
simulation results are the average performance of 90 days. The



WANG et al.: ELECTRICAL VEHICLE CHARGING STATION PROFIT MAXIMIZATION: ADMISSION, PRICING, AND ONLINE SCHEDULING 1729

TABLE I
SIMULATION HISTORICAL DATA

Time of Day 08:01-12:00 12:01-16:00 16:01-20:00

λ (/minutes) 0.3 0.4 0.4
p̄e ($/MWh) 330.2 309.3 335.2
Time of Day 20:01-24:00 00:01-04:00 04:01-08:00
λ (/minutes) 0.4 0.3 0.1
p̄e ($/MWh) 273.2 244.9 293.2

EV arrivals follow a Poisson distribution, whose arrival rates
in different time periods are listed in Table I. The settings of
the peak hour match with the realistic vehicle trips in NHTS
2009 [23]. Unless specified otherwise, the charging station has
m = 4 charging ports with a charging rate α = 11.5 kW. The
number of parking lots is 40. All EVs have the same utility
parameter β = 0.05 and the battery capacity ϕ = 100 kWh.4

For simplicity, we consider a linear waiting-time penaltyh(ω) =
cω [24], where c > 0 denotes the penalty rate. Our proposed
JoAP algorithm is flexible enough to adapt its admission control
and pricing methods to different EV arrival rates, penalty rates,
and electricity prices.

For performance comparison, we consider the following two
benchmark algorithms:

1) Queue-length based admission (QBA): An EV is admitted
into the system only when the number of EVs already
admitted is below a threshold. For our simulations, we
set the threshold to the total number of parking lots in
the charging station. Such an admission scheme has been
widely used in current practice (e.g., California Plug-In
Electric Vehicle Collaborative5).

2) Greedy admission: An EV is admitted if and only if doing
so increases the system profit in the short-run (without
considering future EV arrivals) [8].

B. Average Profit Evaluation

In Fig. 8, we compare the average profit per hour achieved
by the three schemes under two different waiting-time penalty
rates: c = 1/min and c = 0.4/min. For each time period listed
in Table I (scenarios), we simulate 1000 independent arrival
processes V and plot the average profit performance.

We first compare the average profit of the entire day of three
schemes. Fig. 8 shows that JoAP greatly outperforms the two
benchmark schemes. The average profit over the whole day
is 330% and 531% higher than that of the Greedy admission
scheme when the waiting-time penalty is low (c = $0.4/min)
and high (c = $1/min), respectively. On the other hand, the
widely used QBA scheme only achieves 44% of JoAP’s average
profit when waiting-time penalty is low, and a negative profit
when waiting-time penalty is high.

Now we investigate the performance of the three schemes in
different scenarios. During low-traffic period, e.g., from 4:01

4The battery specifications follow the latest information from the Tesla web-
site: https://www.tesla.com/models

5http://www.pevcollaborative.org/workplace-charging

Fig. 9. Comparisons of the admission probability of different methods in
different time of a day. (a) Comparisons with a low penalty rate (c = 0.4/min).
(b) Comparisons with a high penalty rate (c = 1/min).

to 8:00, the advantage of JoAP is not obvious. It only achieves
0.5% and 2% higher profit than the Greedy algorithm under low
and high waiting-time penalty rates, respectively. The advan-
tage is more evident under heavy traffics, e.g., 12:01 to 24:00.
Under the same traffic intensity, the advantage of JoAP over the
Greedy algorithm increases when pe increases. This is because
the admission probability decreases rapidly when pe increases.
On the other hand, the advantage of JoAP over QBA decreases
when pe increases. This is the profit of QBA is dominated by
the delay penalty, and therefore is less sensitive to the increase
of electricity price pe .

It can be seen that the conventional QBA scheme performs
very poorly with negative profit when the waiting-time penalty
is high. In the events of bulky arrivals, the QBA scheme admits
all EVs until there is no available parking lot and denies all
the EVs that arrive later. This leads to heavy delay penalty for
admitted EVs and high rejection rate for incoming EVs as well.
The Greedy admission scheme has a positive but low profit due
to its inability to balance the charging schedule for the current
and future EV arrivals. In fact, the Greedy admission scheme
always denies some EVs even under very light EV arrival traffic.
In contrast, JoAP admits a proper number of EVs by jointly
considering the EVs being served and the possible arrivals in
the future, thus achieving a much higher profit than the two
benchmark algorithms.

C. Admission Probability Evaluation

In this subsection, we show that the average admission prob-
ability of JoAP scheme is comparable with that of the conven-
tional QBA scheme. Fig. 9 compares the average admission
probability of JoAP algorithm and the benchmarks under differ-
ent penalty rates. Overall, the QBA scheme achieves the highest
admission probability, i.e., 86%, as it rejects an EV only when
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Fig. 10. The achieved average profit and admission probability comparison
versus c. (a) The achieved average profit comparison. (b) The achieved average
admission probability comparison.

the parking lots are full. However, in the some periods with mod-
erate arrival rates, e.g., 8:01 to 12:00, the admission probability
of the QBA scheme falls below JoAP as it is oblivious to the
possible future arrivals. The overall admission probability of the
Greedy admission algorithm is the lowest, i.e., 70% and 69% in
the light-penalty-rate and high-penalty rate cases, respectively.
JoAP algorithm has an admission probability 85% and 80% in
the light-penalty-rate and high-penalty rate cases.

D. Impact of c

We now turn to investigate how different waiting penalty
rates impact the admission and pricing. We consider only the
Greedy method and JoAP in the following simulations, because
the penalty rate has no influence on the admission policy of
the conventional QBA scheme. For each c, we simulate 100
independent arrival processes V for each day. Taking average
over 90 days, we plot the average daily profit and admission
probability versus the penalty rate c in Fig. 10. On one hand, we
observe that the profit and the admission probability of JoAP
decrease slightly, i.e., by 8.9% and 1.3%, when increasing the
penalty rate from 0.4 to 3.6 min. On the other hand, we observe
that the profit of the Greedy method increases by 98.5% when
increasing the penalty rate from 0.4 to 3.2/min and decreases by
6.6% when increasing the penalty rate from 3.2 to 3.6 /min. More
importantly, we also observe that the admission probability of

Fig. 11. The achieved average profit with τ = 1.01 and the optimized τ
comparison versus (c, λ, pe ).

the Greedy method decreases rapidly when the penalty rate
is increased from 0.4 to 2/min. Overall, the average profit of
JoAP is 118% higher than that of the Greedy admission scheme
and the profit and admission probability performance varies
slightly when the penalty rate changes. This implies that JoAP
can achieve a good balance between high admission probability
and high profit.

E. Impact of τ

We have considered a fixed τ in the theoretical analysis in
Section III-B. In Fig. 11, we numerically evaluate the perfor-
mance gain if we optimize the value of τ , and comparing with
the case of using a fixed value of τ = 1.01. For each (c, λ, pe),
we simulate 100 independent arrival processes V and plot the
average profit performances with τ = 1.01 and the optimized
τ . Averaging over all scenario, optimizing over τ increases the
profit over fixing τ = 1.01 only by 5.9%. Therefore, we can
focus on the optimizing of n in practice.

VI. CONCLUSION

In this paper, we proposed a novel joint admission and pricing
(JoAP) mechanism for a EV charging station to maximize his
profit. In contrast to existing EV charging operation schemes,
the JoAP scheme applies a multi-sub-process admission control
capable of balancing between the system admission rate and
the EVs’ QoS requirements according to the EV arrival rate,
the electricity price, and the delay penalty. We introduced a
tandem queueing model to analyze the joint admission control
and scheduling process, and proposed an efficient algorithm to
compute the optimal solution. Simulation results showed that
JoAP can effectively increase the charging station’s profit while
providing good QoS guarantees to the EV users.

In our future study, we plan to extend this work to the more
general case with heterogeneous EVs. We will further consider
how the integration of renewable and distributed energy gener-
ations will impact the admission control and efficiency of the
charging station.



WANG et al.: ELECTRICAL VEHICLE CHARGING STATION PROFIT MAXIMIZATION: ADMISSION, PRICING, AND ONLINE SCHEDULING 1731

REFERENCES

[1] H. Zhang, Z. Hu, Z. Xu, and Y. Song, “Optimal planning of
PEV charging station with single output multiple cables charging
spots,” IEEE Trans. Smart Grid, vol. 8, no. 5, pp. 2119–2128, Sep.
2016.

[2] E. Shafiei, B. Davidsdottir, J. Leaver, H. Stefansson, and E. I.
Asgeirsson, “Energy, economic, and mitigation cost implications of tran-
sition toward a carbon-neutral transport sector: A simulation-based com-
parison between hydrogen and electricity,” J. Cleaner Prod., vol. 141,
pp. 237–247, Jan. 2017.

[3] P. You and Z. Yang, “Efficient optimal scheduling of charging station with
multiple electric vehicles via V2V,” in Proc. IEEE Int. Conf. Smart Grid
Commun., Venice, Italy, Nov. 2014, pp. 716–721.

[4] W. Tang and Y. J. Zhang, “A model predictive control approach for low-
complexity electric vehicle charging scheduling: Optimality and scala-
bility,” IEEE Trans. Power Syst., vol. 32, no. 2, pp. 1050–1063, Mar.
2017.

[5] W. Tang, S. Bi, and Y. J. Zhang, “Online coordinated charg-
ing decision algorithm for electric vehicles without future informa-
tion,” IEEE Trans. Smart Grid, vol. 5, no. 6, pp. 2810–2824, Nov.
2014.

[6] A. S. A. Awad, M. F. Shaaban, T. H. M. EL-Fouly, E. F. El-Saadany, and
M. M. A. Salama, “Optimal resource allocation and charging prices for
benefit maximization in smart PEV-parking lots,” IEEE Trans. Sustain.
Energy, vol. 8, no. 3, pp. 906–915, Jul. 2017.

[7] W. Yuan, J. Huang, and Y. J. Zhang, “Competitive charging station pricing
for plug-in electric vehicles,” IEEE Trans. Smart Grid, vol. 8, no. 2,
pp. 627–639, Mar. 2017.

[8] Z. Wei, J. He, and L. Cai, “Admission control and scheduling for EV
charging station considering time-of-use pricing,” in Proc. IEEE Veh.
Technol. Conf., Nanjing, China, May 2016, pp. 1–5.

[9] X. Dong, Y. Mu, H. Jia, J. Wu, and X. Yu, “Planning of fast EV charging
stations on a round freeway,” IEEE Trans. Sustain. Energy, vol. 7, no. 4,
pp. 1452–1461, Oct. 2016.

[10] J. Erickson, J. Anderson, and B. Ward, “Fair lateness scheduling: Reducing
maximum lateness in G-EDF-like scheduling,” Real-Time Syst., vol. 50,
no. 1, pp. 5–47, Jan. 2014.

[11] M. A. Khan and U. Toseef, “User utility function as quality of experi-
ence (QoE),” in Proc. Int. Conf. Netw., Toronto, ON, Canada, Jan. 2011,
pp. 99–104.

[12] C. Yang, J. Li, W. Ejaz, A. Anpalagan, and M. Guizani, “Utility function
design for strategic radio resource management games: An overview, tax-
onomy, and research challenges,” Trans. Emerg. Telecommun. Technol,
vol. 28, no. 5, May 2017, Art. no. e3128.

[13] H. H. Gossen, The Laws of Human Relations and the Rules of Hu-
man Action Derived Therefrom. Cambridge, MA, USA: MIT Press,
1983.

[14] N. Rahbari-Asr, M. Y. Chow, J. Chen, and R. Deng, “Distributed real-time
pricing control for large-scale unidirectional V2G with multiple energy
suppliers,” IEEE Trans. Ind. Informat., vol. 12, no. 5, pp. 1953–1962,
Oct. 2016.

[15] C. Huang, J. Zhang, H. V. Poor, and S. Cui, “Delay-energy tradeoff in mul-
ticast scheduling for green cellular systems,” IEEE J. Sel. Areas Commun.,
vol. 34, no. 5, pp. 51235–1249, May 2016.

[16] Y. W. Shin and D. H. Moon, “Approximation of throughput in tandem
queues with multiple servers and blocking,” Appl. Math. Model., vol. 38,
no. 24, pp. 6122–6132, Dec. 2014.

[17] A. O. Allen, Probability, Statistics, and Queueing Theory. New York, NY,
USA: Academic, 2014.

[18] H. C. Tijms, A First Course in Stochastic Models. New York, NY, USA:
Wiley, 2003.

[19] J. Sztrik, Basic Queueing Theory. Debrecen, Hungary: Univ. Debrecen,
2012.

[20] M. Shaked and J. G. Shanthikumar, Stochastic Orders. New York, NY,
USA: Springer, 2012.

[21] MATLAB, Version R2016b, The MathWorks Inc., Natick, MA, USA, 2016.
[22] Nordpoolspot.com, “Historical market data,” 2017. [Online]. Available:

http://www.nordpoolspot.com/historical-market-data/
[23] A. Santos, N. McGuckin, H. Y. Nakamoto, D. Gray, and S. Liss, Summary

of Travel Trends: 2009 National Household Travel Survey, Washington,
DC, USA: Federal Highway Admin., 2011.

[24] C. S. Yeo and R. Buyya, “Service level agreement based alloca-
tion of cluster resources: Handling penalty to enhance utility,” in
Proc. IEEE Int. Cluster Comput., Burlington, MA, USA, Sep. 2005,
pp. 1–10.

Shuoyao Wang received the B.Eng. degree (with first
class Hons.) in information engineering from The
Chinese University of Hong Kong, Hong Kong, in
2013, where he is currently working toward the Ph.D.
degree. His research interests include optimization
theory, queueing analysis, dynamic programming,
and reinforcement learning algorithm in electric ve-
hicle charging scheduling and pricing, and electricity
market operation.

Suzhi Bi (M’13) received the B.Eng. degree in com-
munications engineering from Zhejiang University,
Hangzhou, China, in 2009, and the Ph.D. degree in
information engineering from The Chinese Univer-
sity of Hong Kong, Hong Kong, in 2013. He was
a Research Engineer Intern at the Institute for Info-
comm Research, Singapore, and a Visiting Student at
the EDGE Laboratory, Princeton University, Prince-
ton, NJ, USA, in 2010 and 2012, respectively. From
2013 to 2015, he was a Research Fellow with the
Department of Electrical and Computer Engineering,

National University of Singapore, Singapore. He is currently an Associate Pro-
fessor at the College of Information Engineering, Shenzhen University, Shen-
zhen, China. His research interests include wireless information and power
transfer, wireless resource allocation and medium access control, and smart
power grid communications. He was a co-recipient of the IEEE SmartGrid-
Comm Best Paper Award in 2013. He is currently an Associate Editor for the
IEEE ACCESS.

Ying-Jun Angela Zhang (S’00–M’05–SM’11) re-
ceived the Ph.D. degree in electrical and electronic
engineering from the Hong Kong University of Sci-
ence and Technology, Hong Kong, in 2004. Since
2005, she has been with the Department of Informa-
tion Engineering, The Chinese University of Hong
Kong, Hong Kong, where she is currently an As-
sociate Professor. Her research interests mainly in-
clude wireless communications systems and smart
power systems, in particular optimization techniques
for such systems. She is an Executive Editor for the

IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS. She is also an Asso-
ciate Editor for the IEEE TRANSACTIONS ON COMMUNICATIONS. Previously,
she served many years as an Associate Editor for the IEEE TRANSACTIONS ON

WIRELESS COMMUNICATIONS, Security and Communications Networks (Wiley),
and a Feature Topic in the IEEE COMMUNICATIONS MAGAZINE. She has served
on the organizing committee of major IEEE conferences including the IEEE In-
ternational Conference on Communications, the IEEE Global Communications
Conference, the IEEE International Conference on Smart Grid Communica-
tions, the IEEE Vehicular Technology Conference, the IEEE Annual Consumer
Communications and Networking Conference, the IEEE International Congress
on Cognitive Computing, and the IEEE International Conference on Mobile Ad
Hoc and Sensor Systems. She is currently the Chair of the Emerging Technical
Committee on Smart Grid of the IEEE Communications Society (ComSoc).
She was a co-Chair of the Multimedia Communications Technical Committee
of the IEEE ComSoc and the IEEE ComSoc GOLD Coordinator. She was the
co-recipient of the 2014 IEEE ComSoc APB Outstanding Paper Award, the
2013 IEEE SmartgridComm Best Paper Award, and the 2011 IEEE Marconi
Prize Paper Award on Wireless Communications. She was the recipient of the
Young Researcher Award from the Chinese University of Hong Kong in 2011.
As the only winner from engineering science, she was the recipient of the Hong
Kong Young Scientist Award 2006, conferred by the Hong Kong Institution of
Science. She is a Fellow of the Institution of Engineering and Technology and
a Distinguished Lecturer of the IEEE ComSoc.

Jianwei Huang (F’16) is a Professor with the De-
partment of Information Engineering, The Chinese
University of Hong Kong, Hong Kong. He has coau-
thored six books, including the textbook on Wireless
Network Pricing. He has been a recipient of nine Best
Paper Awards, including the IEEE Marconi Prize Pa-
per Award in Wireless Communications 2011. He has
served as the Chair of the IEEE Technical Committee
on Cognitive Networks and the IEEE Communication
Society Multimedia Communication Technical Com-
mittee. He is a Distinguished Lecturer of the IEEE

Communications Society and a Clarivate Analytics Highly Cited Researcher.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


